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Probabilidades

Construccion. Punto de partida: un experimento
¢ Resultado del experimento es w € Q ~~ espacio muestral.
® Interés en ciertos eventos A ~ o—algebra
® Una probabilidad IP es una funcion sobre ciertos eventos P : A — R.

Ejemplo 1

Experimento: lanzar un dado.
Q=1{1,2,3,4,5,6} = [1..6]
Algunos eventos

Representacion | Evento

A, ={2,4,6} obtener un nimero par

A, = {3} obtener 3

A; ={1,2,4,5} | obtener un nimero no maltiplo de 3
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Probabilidad

Ejemplo 2

Experimento: lanzar dos dados.

Q = {(1,1),(1,2),(1,3), (1,4), (1,5), (1,6),(2,1), ..., (5,6), (6,6)}
Probablemente aqui sea mas simple representarlo como
Q={(a,b):a,be1.6]} =[1..6] x [1..6]

Algunos eventos

Representacion Evento
A, ={(1,6),(2,5),(3,4),...,(6,1)} | que los dados sumen 7
A, ={(1,3),(3,1),...,(6,3),(3,6)} | que aparezca al menos un 3

Otros espacios asociados: Q; = [1..6], ;Cual es el minimo de los dos dados?
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Probabilidad

Otros ejemplos (para pensar)

Especificar un espacio muestral para los siguientes experimentos:
a) Lanzar una moneda.
b) Lanzar una moneda hasta que aparezca “cruz”.

(@)

Distancia recorrida por un automaovil con un litro de gasolina.

o O

)
) Sefial de radio que se recibe durante dos segundos.
)

Juego entre tres jugadores: P,Q vy R. El juego consiste en jugar partidas por parejas,
comenzando P contra Q. Quien gane un partida juega con el otro jugador, hasta que
uno de los jugadores gane dos partidas consecutivas, ganando entonces el juego.
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Probabilidad

Pregunta: ;Como definir P? ;Como interpretarla?

Definicion (Espacio de probabilidad)

Un espacio de probabilidad es una estructura (Q, F,P), donde
* Q es un conjunto (no vacio). Los elementos w € Q se llaman eventos.
e F C Qesunaoc—algebra.
* P: F — [0,1] es una medida de probabilidad.
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Probabilidad

Definicion
Una o—algebra F sobre un conjunto Q es una coleccion de subconjuntos de Q que
satisface:

* QcF

® Ac F = A° c F (es cerrada bajo complementos);

® A€ F,parai=1,2,...= |J;A; € F (es cerrada bajo uniones enum).
Definicion
Una funcion P : F — [0, 1] es una medida de probabilidad si

* P(@) =0, P(Q) =1
® para cualquier coleccion enumerable de eventos exclusivos E; € F, vale

IF’( U E,~) = > P(E;) (enumerablemente aditiva).
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Axiomas

Axiomas de la probabilidad, introducidos por Kolmogorov en 1933.

Sea (2, F,P) un espacio de medida con P(E) la probabilidad de un evento E € F.
Asumimos los siguientes supuestos para P:

Axiomas
1. P(E) > o, VE € F (no-negativa).

2. P(E) es siempre finita, y P(Q) = 1 (unitariedad).

3. Cualquier coleccion enumerable y mutuamente excluyente de eventos E; € F,
satisface °° > .
1@( U E,-) =Y P(E),  (o-aditiva).
i=1

i=1
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Consecuencias

Propiedades

Si P es una medida de probabilidad sobre , entonces
1. (Monotonicidad) Si A C B son eventos, entonces P(A) < P(B).

2. (Conjunto vacio) P(@) = o.
3. (Complemento) P(A°) = 1 — P(A), para todo evento A € F.
4. (Cotas para P) Para todo evento E ¢ F, 0 < P(E) < 1.

5. P(AUB) = P(A) + P(B) — P(ANB).
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Consecuencias

1. (Monotonicidad) Si A C B son eventos en F, entonces P(A) < P(B).

Prueba:
Definamos E; = A, E; = B— A,y E; = parai = 3,4, . ... Entonces, por o-aditividad
(axioma 3),
P(A) +P(B—A)+ > P(E) =
i>3

Como el lado izquierdo anterior es una suma de términos no-negativos (axioma 1),
entonces

P(A) <P(A) + P(B—A) + > P(E;) = P(B).
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Consecuencias

2. (Complemento) P(A€) = 1 — IP(A), para todo evento A € F.

Prueba:
Ay A® = Q — Aforman una particion de Q. Por o-aditividad (axioma 3) y el axioma 2

P(A) + P(A°) = P(AUAS) =P(Q) =1,

luego P(A€) =1 — P(A).

3. P(Q) =o.

Prueba:
P(@)=P(Q)=1-P(Q)=1-1=0.
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Consecuencias

4. o <PP(E) <1, para todo evento E.
Prueba:

> 0 por el axioma 1. Ademas, E C Q, y la monotonicidad de P implican
P(E) < P(Q) = 1.

5. (Principio de Inclusion-Exclusion) P(A U B) = P(A) + P(B) — P(AN B).
Prueba:
Observe que P(A — B) + P(A N B) = P(A) (por aditividad). Luego
P(A — B) = P(A) — P(AN B). Similarmente, P(B — A) = P(B) — P(AN B). Ahora, AUB
es la union disjunta de A — B, B— Ay AN B. Por aditividad,

P(AUB) = P(A — B) + P(B — A) + P(AU B) = P(A) + P(B) — P(AN B).
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Sea Q = {wy,wy, ..., Wk}

Distribucion de conteo o distribucion uniforme: Corresponde a elegir un elemento al
azar.

Para cada A C Q, se tiene

P(A) = |Al/12] = |A[/k.

En particular, sin A; = {w;}, entonces

P(w;) = P({wi}) = 1/k.

Caso general: Suponga que P(w;) = P({w;}) = pj, parai =1,2,..., k. Entonces

P(A) = Z pi

w;€EA
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Distribucion uniforme:

Experimento: Elegir un niamero al azar de [0, 2].
Tenemos Q = [0, 2].

A=10,1] P(A) =1/2.

B =[0.4,1] P(B) = 0.6/2 =0.3.

En general, paraA C Q
Ju dX

P(A) = Fax

;Se puede calcular P siempre? No.
® Serequiere que [, dx < cc.
* Tenemos que limitarnos a conjuntos donde [, dx existe.
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