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1. Implementar los siguientes métodos de descenso gradiente (naive = tamafio de paso « constante):

e descenso maximo naive

e descenso gradiente con backtracking

e descenso coordenado

e descenso de Newton

e descenso con Hessiano Aproximado
En cada uno de los métodos, su funcién debe recibir los siguientes argumentos: la funcidén objetivo f, el gradiente de la
funcién objetivo df, el hessiano ddf (cuando sea necesario), un punto inicial xo € R", el tamafio de paso a > 0, el niimero
maximo de iteraciones maxzlter, la tolerancia ¢, asi como un criterio de paro. En los casos que se use Backtracking, a = ag

corresponde al inicio de la bisqueda lineal, y se debe incorporar un pardmetro p > 0 de tasa de decaimiento. En el caso del
Backtracking, usted decide si usar las condiciones de Wolfe o de Goldstein.

Como resultado, sus algoritmos deben devolver: la mejor solucién encontrada best x (la dltima de las aproximaciones calcu-
ladas); la secuencia de iteraciones xy; la secuencia de valores f(xy); la secuencia de errores en cada paso (segtin el error de

su criterio de paro).
Ademds, es deseable indicar el nimero de iteraciones efectuadas por el algoritmo, y si se obtuvo o no convergencia del método.

2. Testar sus algoritmos del Ejercicio 1 con las siguientes funciones:

a) La funcién f: R? — R, dada por
flry) =2 +y* —day + Sy + 1.

b) La funcién de Rosembrock 2-dimensional f : R? — R, dada por
f(z1,22) = 100(x2 — x%)Q +(1— 371)2-

c) La funcién de Rosembrock 10-dimensional f: R!® — R, dada por
9
Fx) = 100(zit1 — 27)? + (1 — ;)
i=1

Punto inicial: xo = (-1.2,1,1,...,1,-1.2, )T, éptimo: x* = (1,1,..., )T, f(x*)=0.

En cada uno de los casos, hallar un tamaio de paso « que garantice la convergencia de los métodos, y elabore una tabla con
las primeras 4 y las Ultimas 4 aproximaciones x;, obtenidas.
En el caso de la funcién de Rosembrock, puede utilizar como punto inicial el punto xo = (—1.2,1).

Para este tamano de paso, comparar:

- la solucién aproximada obtenida
- el error de aproximacion

- la norma del gradiente en la solucién



Elabore graficas que muestren el error de aproximacion, en funcién del nimero de iteracién, y muestre la comparacién de la
evolucién de la convergencia en sus tres métodos. A partir de estas gréficas, discuta cudl de los métodos es mas efectivo, en
cada caso.

Construya una funcién “suma de gaussianas” 2-dimensional, en la forma

k
Fx) == exp (= g5 lix = xil[3),
i=1

donde x1,Xa, ..., Xy son puntos en el rectangulo [0, 8] x [0, 8] elegidos de forma aleatoria (distribucién uniforme). Use k = 8,
Aqui, 0 > 0 es un pardmetro de escala definido por el usuario.
No se olvide de fijar el np.random.seed () antes de correr los puntos aleatorios para siempre obtener la misma funcién.

Aplique varias veces el método de descenso gradiente a la funcién f, con inicializaciones x distintas, de forma que se puedan
obtener los diferentes minimos locales de la funcién.

Muestre visualizaciones de diferentes secuencias de aproximaciones {xy} convergiendo a cada uno de los minimos locales de
su funcidn.

El archivo BD2023. csv contiene una base de datos relacionada con accidentes de transito en 2023. Asuma que los datos de
la variable edad_per (edad persona) corresponden a una variable continua. Hacer lo siguiente:

a) Hallar la distribucién Gamma(a,b) que mejor se ajusta a estos datos, implementando algiin algoritmo de descenso
gradiente para optimizar los pardmetros de la distribucién.

b) Hallar la distribucién LogNormal(u, 02) que mejor se ajusta a estos datos, implementando algtin algoritmo de descenso
gradiente para optimizar los parametros de la distribucién.

c) ;Cudl de las dos distribuciones es mejor para modelar esta variable?

(Mezcla de Gaussianas.)

Siempre en la base de datos BD2023. csv, elabore una regresion con base de funciones gaussianas para determinar la funcién
que mejor aproxime los datos de la variable hora_ocu (hora ocurrencia). Asuma que los datos de esta variable corresponden
a una v.a. continua.

Para ello, implemente tres posibles aproximaciones:
a) Fijar los centros 11, y las desviaciones o de las gaussianas. Sélo optimizar los pardmetros 3; (alturas) en el modelo de
regresion.
b) Fijar las desviaciones o; de las gaussianas, y optimizar los centros 1 y los pardmetros /3; en el modelo de regresién.

c) No fijar ningtin pardmetro, y optimizar todas las (;, 0, 5; en el modelo.
(No olvide la restriccién o; > 0).

Muestre graficas contrastando cada resultado de los tres casos anteriores con la distribucién de los datos, y elabore alguna
tabla de métricas para determinar cudl de los modelos da mejores resultados.



