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Busqueda en Linea

Estudiamos ahora la convergencia global para el caso del algoritmo de biisqueda en
linea, usando las condiciones de Wolfe o de Goldstein. La propiedad clave es estudiar el
angulo entre dp y —V f(xy):
cos oy = — V f(Xe) d .
IV f (%) ] [del|

El siguiente resultado cuantifica el efecto de elgir apropiadamente el tamano de paso
ag. También describe qué tan lejos di, puede desviarse de —V f(x), y aun producir
convergencia global.

Teorema (Zoutendijk)

Sea f : R" — R diferenciable, con V f Lipschitz sobre un abierto U que contiene al
conjunto de subnivel Sy, = {x € R" : f(x) < f(Xo)}, con constante de Lipschitz .

Enton
tonces Z:cos2 ok |V f(Xe)[]> < o0,
k>0
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Busqueda en Linea

si X, se construye con descenso y bisqueda en linea usando Wolfe-Backtracking.

Prueba: De la segunda condicion de Wolfe (6),
Vf(Xe + e dp) di > €2 V f(X¢) dp,
tenemos que
(VF O + ar ) = V(%)) 't > & V(%) di = V(Xe) e = (C2 = 1)V (%) dl.

Por otro lado, la condicion de Lipschitz (+ Cauchy-Schwarz) implican

(V£ + arde) = V() de < [IVF (ke + )T = VF(%e)| - [l

< yllagdel - |/del] = v ar [|del[*.
Combinando ambos resultados, .
oy > (V% + ardy) — Vf(Xk)) di . (€ — 1)Vf(xk)Tdk.
7 |Id|? V| |de| P

Sustituyendo esta Gltima desigualdad en la primer condicion de Wolfe, obtenemos

F (% -+ i) < F(%e) + Cr o VF (k) e < £(%) — 207 (V F(x0) 7).
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Busqueda en Linea

Haciendo A = @, podemos escribir lo anterior como
F(Xe1) <F(Xe) — A cos® o |[VF(Xe)I]?,  kR=0,1,2,...
Sumando sobre todos los indices < R, resulta
k
(%) < (%) —AY cos? o [VF(X)IF.  kR=0.1.2,...
j=0

Como f es limitada inferiormente, si b es una cota inferior para f, entonces
f(Xo0) = f(Xr41) < f(Xo0) — b < co. Luego,

kR
A cos® o V()P < F(Xo) — f(Xeya) < 00, VREN.

j=0

Tomando k — oo, la serie » _ cos? ¢} ||V f(x;)||* converge.
j=0
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Busqueda en Linea

Obs! Un resultado similar se obtiene para las condiciones fuertes de Wolfe, y para las
condiciones de Goldstein. En todos los casos, la seleccion del tamano de paso implica la

condicion de Zoutendijk: R s
3 cos? 4 IV ()2 < oo
k>0

La condicion de Zoutendijk implica que klim cos? ||V f(X¢)||? = 0, y portanto
—00
lim cos |V £(Xe)]| = o.
kR— o0

Si la eleccion de d asegura en cada paso que el angulo ¢, esta lejos de 90°, entonces
existe § > o tal que
cosgpp >0 >0, VR>o0.

De ahi, 5 lim [|Vf(e)[| < lim cos o4l [VF(xe)l| =0 = lim ||V £(x¢)|| =o.

lim
kR— o0
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Busqueda en Linea

Corolario (Convergencia Global Wolfe/Goldstein-Backtracking)

Sif : R" — R es diferenciable, con V f Lipschitz en el conjunto de subnivel

S;, = {Xx € R": f(x) < f(%o)}, con f limitada inferiormente; y la direccion de descenso d,
se elige de modo que cos ¢, > § > 0, para todo k > 0, entonces el algoritmo de
Backtracking con condiciones de Wolfe (o de Goldstein) converge a un punto
estacionario x*, con V f(x*) = 0.

Observaciones:

® Para métodos de bisqueda en linea, la convergencia global (i.e. V f(x;) — 0 es el
mejor resultado de convergencia que puede obtenerse.

* No se puede garantizar convergencia a un minimo de f, solo a un punto
estacionario. Salvo que se introduzca alguna condicion sobre la curvatura sobre d;
(e.g. curvatura positiva o convexidad en la direccion de dy, a partir del Hessiano
D?f(xy), puede fortalecerse el resultado anterior para asegurar convergencia a un
minimo.
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Busqueda en Linea

Para los métodos de tipo Newton o quasi-Newton,
Xps1 = Xp — By 'V f(Xg),
suponga que By, es positiva definida y con niimero de condicion limitado
K =r(Br) =||Byl| - [|By'[| <M, VReEN.

Entonces de las propiedades de norma matricial, ||Ax|| < ||A|| - ||x||, y de Cauchy-Schwarz
ly'x| < [Ix|| - [lyl|, tenemos

cospp = VIOR)de Vi) de| [V £ ()| - [|di|
IV FI - Tdell— 11Bedil] 118"V FOxe)I] ~ 11Bxll - [V F(xe)]1 - 1B, 1] - [l
1 1
[1Bell - 1B, M’

Luego, de la condicion de Zoutendijk, tenemos
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Busqueda en Linea

Corolario (Convergencia Global de los métodos quasi-Newton)

Seaf : R" — R diferenciable, con V f Lipschitz en el conjunto de subnivel

S;, = {x e R" : f(X) < f(Xo0)}, y con f limitada inferiormente. Si para todo kR € N, B, es
positiva definida y tiene nimero de condicion limitado x(Bg) < M, y «y, satisface las
condiciones de Wolfe o de Goldstein, entonces la iteracion

Xpy1 = Xi — 0, B 'V f(X¢),

satisface lime_, ||V f(X¢)|| = 0, y el método converge a un punto estacionario.

Para otros métodos como el gradiente conjugado, veremos que es posible probar la
condicion débil liminf,_... ||V f(X)|| = 0, y que s6lo una subsecuencia de gradientes
converge a O.

Usando la condicion de Zoutendijk, aiin es posible probar algo atil:

Prueba: Suponga que liminf,_, ||V f(Xg)|| = v > 0. Entonces existe R, € N tal que
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Busqueda en Linea

VI(Xg) >, para R > 0.
Como o0
> o8 el [VF(Xe)|[P <00 = Jim_cos® o[V f(%)[* = 0,
k=0 — 00
luego se tiene que cos? p, — O, y portanto cos ¢, — O.
Para mostrar tal afirmacion, basta que una subsecuencia {cos ¢, } esté limitada lejos de

0.0
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Busqueda en Linea

Definicion
Sea {x,} C R" una secuencia de puntos tales que x, — x* € R", para la cual existen
constantes M > o, o > O, tales que

Xpiq — X*
M <M, paratodok e N, (1)
[1Xpe — X[
o equivalentemente
|[Xeq — X*[| < M{[x —x*|[*,  paratodok e N. (2)

Decimos que {x,} converge a x* con orden o, o que {X,} tiene orden de convergencia .

® Sia =1,decimos que {x,} tiene convergencia lineal.

® Sia =2,decimos que {X;} tiene convergencia cuadratica.

® Sio < a < 1,decimos que {x,} tiene convergencia sub-lineal.
® Si1< «a < 2,decimos que {x,} tiene convergencia super-lineal.
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Busqueda en Linea

Hemos visto que tomar d, de modo que cos ¢, Sea mayor que cierta constante § > 0. Sin
embargo estos criterios no son deseables por varias razones:
® impiden una tasa de convergencia rapida,
* mala eleccion de § en caso de Hessianos mal condicionados,
® estos test angulares destruyen las propiedades de invarianza en los métodos
quasi-Newton.

Tasa de Convergencia para Descenso Gradiente:
Consideremos el caso ideal donde la funcion objetivo es cuadratica
f(x) = 3x"Qx — b'x,

con Q € R"™*" simétrica y positiva definida. El gradiente es Vf(x) = Qx — b, y en el
minimo global x*, se satisface Qx* = b.
Calculamos el tamano de paso 6ptimo o, que minimiza la funcion

o(a) = f(Xx — aV f(Xg)).
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Busqueda en Linea

¢'(@) = Df(xe—aVf(x)) (=Vf(x)) = [Q(xe —aV (X)) — b](—=Vf(xe))
= —Vf(r)(Qx, — aQVf(x) —b) = ~Vf(x) (Vf(Xe) — aQVf(x)) = 0.

ueso VW)Y f(x)
* TV (x)TQV (%)
Usando este tamano de paso 6ptimo, la iteracion de descenso maximo resulta
_ V f(%e)"V £ (Xk)
i =~ (70 705y ) V) G
Como V f(xz) = Qx — b, la ecuacion (3) produce una formula cerrada para X, ;.

Para calcular la tasa de convergencia, usamos la norma ||x|[3 = x"Qx. De Qx* = b,

Hx—xz = I(x—x*)"Q(x—x*) = Ix"Qx —x"Qx* + 1(x*)"Qx*
— %XTQX _ XTQX* _ %(X*)TQX* + (X*)TQX* _ %XTQX _ bTx _ %(X*)TQX* + bTx*
= f0) —f(x7).
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Busqueda en Linea

Esta norma mide la diferencia entre el valor actual de f y el valor 6ptimo. Ahora, como
V(%) = Qx, — b = Q(x, — X*), entonces

[Xeq = X3 = X = X7 = 2(f(Ker — F(X*)) — 2(F (%) — F(X*)) = 2(f (Rer) — F (X))
= (Xfs1 Qg — 2D X y1) — (X QX — 2b7xp)
= (% — o V(X)) QX — ap V(X)) — 2b7 (X, — g V(X))
—X[,QxX;, + 2b"xy
= XEQXp — 20, V(X)) QX + i V f(Xe)'QV f(Xg)
+2a, bV f(X¢) — X; QX
= o} VI(%)'QV f(Xe) — 20 V f (%) (QX, — b)
N el
=V f(Xg)
(VF)TV (%)
V(x:)TQV f(xg)
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Busqueda en Linea

y como

16— X[ = (% — %) Q%6 —X°) = VF(X)'Q'QQ"V £(e) = V £ ()T QY £ (),

entonces
[IXk1 — X7|[g

1% — X[ + ([Xesr — X5 — %6 — X7[3)

. (VF()TV f(x))°
VIO Q) G e F )
- (VF(x6)™V f(%))” Tt
('~ oy av o e foy) (700 @7V F0x0)
(V)Y (%)) ) e~ X1 W

(- (V)T F () (V F (%) Q'Y F(%e)

Esta ecuacion describe la tasa exacta de descenso de f en cada iteracion. EL término
entre paréntesis es dificil de interpretar, y es mas (til acotar éste por una condicion mas

simple.
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Busqueda en Linea

Teorema (Desigualdad de Kantorovich)

Sea Q € R™" simétrica y positiva definida, con autovalores \, > ... > A, > 0. Para todo
n
x € R", x # 0, vale (XTX)? LA,

(FAX)(XTQ7"X) (M + An)*

Prueba: Por el Teorema Espectral, Q admite una descomposicion Q = UAUT, con
A= (A\,...,A\n) Yy U e O(n) ortogonal.

Haciendo el cambio de coordenadas y = U"x, tenemos
Viy=x"UUTx=x"x, xX'Qx =x"UAU'x=y"Ay, x'Q 'x=x"UN""U'x=y'A"y. (5)

En este nuevo sistema coordenado, la expresion en el lado izquierdo de (5) es

xx? () (Ziv?)’

(xrax)(xrQ="x)  (YAV)(YATY) () ) (RN
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Busqueda en Linea

Haciendo z; = y7 />, y7 (normalizacion en los y?), tenemos

(x7x)? (oivi)? 1/ iAizi u(2)

(xTax)(x"Q="x) (T ATV /N Yiz/a (@)
Asi, la expresion de interés es cociente de dos funciones convexas: una combinacion de
los \j; la otra, combinacion de los 1/);. Consideramos la funcion ;. Como
An < >7iZiAi < A\, entonces u(z) =1/ >";z;\; es un punto arriba de esa curva.
Por otro lado, v(z) = )", z;/\; es una combinacion conveza de puntos sobre esa curva =
el valor esta restricto al area sombreada.

1

1
1
\
\
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Busqueda en Linea

Para x € R" fijo, el minimo de 4 T) correspode aunvalor A =t + (1 —t)Ap, con
0 < t < 1. Usndo la relacion & + %t = w, podemos escribir
u@ o Yt (- D)
v(z ) MEAA (B + (1= )A)/ MAn
El minimo de esta relacion se alcanza cuando t = 3 1 (basta derivar en t!). Asi,
\— A+ A u(z) < 2/(M+An) 4

V(@) T (n+ An)/20An (a2 D

/\L
)<

Teorema (EH‘OF en Descenso Gradiente, caso cuadrético)
Sea f(x) = %xTQx —b’x, con Q - oy autovalores \, > ... > )\, > 0. Para todo X, € R", el
método de descenso gradiente converge a un minimo x* de f. Mas aln, si se toma «y, el
tamano de paso 6ptimo, entonces
A — An\2
w2 1 n ¥ [[2
o =13 < (§50) e =13 (©)
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Busqueda en Linea

Prueba: De la observacion anterior (4), y la desigualdad de Kantorovich (5),
V f(Xe)V f(X))?
et < (4 (
s =XV < (1~ (e Fla (T Fou T T

4 An * A — An\2 *
(1 o o) e =X = () e =Xl 0

*H2

Xk —x*[[3

IN

Observaciones:
® La convergencia se sigue del hecho que (;:;i:)z < 1. (Recordar el Teorema de
Punto Fijo de Banach, para contracciones). En consecuencia ||x, — X*||q — O.
® Latasa de convergencia depende solo de la cantidad r = i—j, pues

M=An)2 _ (1=r)\2
(3530)" = (50"
® La ecuacion (6) indica que el método converge linealmente a convergencia a una

2 -
tasa menor que (L;:) . Cuando X\, = \,, el método converge en 1 paso.
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Busqueda en Linea

Para funciones no cuadraticas, establecemos estimativas para cuando D?f es limitada
inferiormente y superiormente, es positiva definida y al < D?*f(x) < Al

Busqueda en linea exacta:

Para cualquier x, € R", o > 0, tenemos

F(Xe — e V(X)) < F(Xe) — e V F(Xe)TV F (i) + A2V (%) TV £ (). 7)
Minimizando ambos lados respecto de o, la desigualdad se mantiene. Del lado derecho
Va = (Aa = 1)VI(X)'Vf(X) =0 = a= ;. Asi,

F(Xer1) < (Xe) — 5511V F (%)
Restando el valor optimo f* = f(x*) en ambos lados,
f(Rea) =7 < F(%e) = F* = V(%) . (8)

Haciendo lo mismo para f(x) > f(X.) — V f(Xe)"(X — Xg) + 2(X — Xp)"(X — Xg), ¥
minimizando ambos lados, resulta V, = Vf(Xg) —a(X — X;) =0 = X=X, — 2V f(X) =.

De ahi que F* > Fx) — 51V Fxe)1 2 (9)
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Busqueda en Linea

Despejando —||V f(xg)||?> en (9) y sustituyendo en (8), resulta
F(Rpa) = F* < F(e) =7 — 35 (20) (F" = f(%)) < (1= 3) (F(xe) — 7).

Portanto, obtenemos FRera) — F7 < (1— ) (F(ke) — F). (10)
Otros casos:
En el caso de descenso gradiente con la condicion de Armijo:

f(Resa) = F° < (1= 2502) (F (%e) — 7). (1)
En el caso de descenso gradiente con la direccion de Newton:

Teorema (Convergencia del método de Newton)

Sea f : R" — R clase C?, con D*f Lipschitz de constante L en una vecindad U del minimo
X*, con Vf(x*) = oy D*f(x*) > 0. En la iteracion de descenso gradiente con la direccion
de Newton, tenemos:
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Busqueda en Linea

1. si X, esta suficientemente cerca de x* (X, € U), entonces X, — X*,
2. la tasa de convergencia de {x;} es cuadratica, con

[Xesr = X[ < LIXe —=x7|]?,  con L =L[IDf(x*)7"||. (12)

3. la secuencia {||V f(xx)||} converge cuadraticamente a o.
En el caso de descenso los métodos quasi-Newton:

Teorema (Convergencia de los métodos quasi-Newton)

Seaf : R" — R clase C?, y considere la iteracion X, = X, — B, " V f(X;), con tamafio de
paso oy = 1. Suponga que X, — X*, con V f(x*) = o y D*f(x*) = 0. Entonces el método
converge super-linealmente si, y solo si,

Br — D*f(x¢)B;, 'V f(x
im B ]i(1 #)Br V()| _ (13)
ko0 1B " V £ (%)
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