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Algoritmos para Optimizacion

Algoritmos para minimizacion sin restricciones:

Los algoritmos para minimizacion sin restricciones son métodos iterativos que
encuentran una solucion aproximada.

Todos los algoritmos para minimizacion sin restricciones requieren que el usuario
proporcione un punto de partida x, € R". El usuario con conocimiento sobre la funcion
o el conjunto de datos input puede estar en una buena posicion para elegir X, como una
estimacion razonable de la solucion.

De lo contrario, el punto inicial X, debe ser elegido por el algoritmo, ya sea mediante un
enfoque sistematico o de alguna manera arbitraria (aleatorio dentro de cierto dominio).

® Apartir de Xo, Se genera una secuencia {X, }r>o de aproximaciones.

® Para pasar de una iteracion xy, a la siguiente, los algoritmos usan informacion sobre
la funcion f en x, y posiblemente también informacion de iteraciones anteriores.

® Con esta informacion, se espera hallar una nueva iteracion x,_,, usualmente con la
propiedad £ (X 1) < f(X)-

UNIVERSIDAD
DEL VALLE

DE GUATEMALA

Descenso Gradiente | Alan Reyes-Figueroa Page 1 UVG




Descenso Gradiente

Qs
’?.' ':;;‘;‘;"Illliz‘z %g? LiTy
X ; s

S
iy

UNIVERSIDAD
DEL VALLE
DE GUATEMALA

Descenso Gradiente | Alan Reyes-Figueroa Page 2 UVG




Descenso Gradiente

® Sin embargo, existen algoritmos no monotonos en los que f no disminuye en cada
paso, pero f deberia disminuir después de algiin nimero m de iteraciones es decir,
F(Xp1n) < f(%,_;) paraalginj € {o,1,...,m}.

Por ejemplo, seleccione

Xpyq1 = Xp + adg, donde d, = — H§;g£;||
si
F(% + ad) < max f(Xe_j) + 70V F(xy) d.
o<j<m
Framework general:
® Elegir Xo,

® Hallar o establecer un criterio de paro,
® Definir como actualizar x.
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¢Como actualizar x,?:

La idea es elegir una direccion d, y buscar a lo largo del semirrayo en esta direccion,
Xk, = Xg + tdg, para una nueva iteracion X, donde la funcion reduzca su valor.

Definicion
Dada f : R" — R diferenciable, y un punto x, € R", una direccion de descenso para f en
Xy, es cualquier vector d € R", tal que

(X + td) < f(X), para todot € (0,T). (1)

En el contexto de optimizacion, una direccion de descenso en x, mueve el punto X, un
poco mas cerca de un minimo local.

Muchos de los métodos de optimizacion basan su estrategia en hallar una direccion de
descenso, por ejemplo: el método de descenso gradiente, el método de gradiente
conjugado, ...
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Ejemplo: La direccion de descenso mas comin para una funcion esu = — \gf‘gigll

Ya hemos mencionado que — ngx i indica la direccion en la cual f decrece lo mas
rapido posible en el punto x. En particular, del Teorema de Taylor, tenemos

e +tu) = f(xe) + tV F(xe) u -+ o(|[ul]) = F(Xe) =tV F(xe) e
£x) =t VE (eI < F(xp)- (2)

Q

Luego, f(X, + tu) < f(Xg), parat € (0,1)yu = —% es una direccion de descenso.

general, lo anterior vale para cualquier vector d tal que V f(x;)'d < o.
Proposicion

Dada f : R" — R de clase C', y X, € R". Entonces, d € R" es una direccion de descenso
para f en Xy, siy sélo si, V f(x,)'d < o.

Prueba: («=) Se deduce directamente de la aproximacion de Taylor de f(x + td).
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(X, + td) = f(xe) + tV f(xe)Td + o(|[d]) = f(Xe) +t V(%) "d < (),
<o
parat e (0,1),yd es direccion de descenso.

(=) Sid es direccion de descenso de f en x, entonces existe t, € (0,T), tal que

F(Xe + tod) < f(X).
Luego, por continuidad de Vf y la preservacion de signo, se tiene que
Vf(x, +td)'d < o, para todo t € (0,t,). Usando Taylor, existe h € (0,1) tal que

f(Xe + td) = f(Xg) + tV f(X, + htd)"d.

Como o0 < ht < t < t,, entonces V f(x, + htd)'d < o, para todo h € (0,1) y por lo tanto,
f(xr + htd) < f(xg), ¥ ht € (0,t). Esto muestra que d es una direccion de descenso.

La estrategia anterior ya nos da un algoritmo basico de optimizacion.
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Algoritmo: (Descenso gradiente, version naive)
Inputs: f : R" — R funcion de clase C', x, € R", o > 0 tamano de paso.
Outputs: x punto critico de f.
For k = ©,1,2,... hasta que se cumpla un criterio de paro:
Compute d, a descent direction
(for example, anyd,such that Z(—Vf(x.),d.) < |Z|).
Set Xpypq =Xg + adg.
Return Xgq.

En el caso en que d, = —V f(x;), tenemos

Algoritmo: (Steepest descent, version naive)

Inputs: f : R" — R funcion de clase C, X, € R", @ > 0 tamaio de paso.

Outputs: x punto critico de f.

For k = ©,1,2,... hasta que se cumpla un criterio de paro:
Set Xpi1 = X — a V f(Xg).

Return Xgq.
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A la constante o, > 0 se le llama el tamano de paso. Usualmente este tamano de paso
o, cambia en cada iteracion, y se elige en funcion de la iteracion y del punto, a. El caso
mas simple se da al elegir o, = o constante, como en los algoritmos naive anteriores.

Elegir el tamafno de paso adecuado es crucial. Si oy, es demasiado grande, es posible
que el algoritmos no detecte las regiones donde de encuentra el minimo local.

D§screasing sequence that does not converge to the optimun
o T T T T

+ + decreasing sequence [ |
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Ejemplo: Considere la funcion f : R — R, f(x) = x2. f es diferenciable y V f(x) = 2x.
®* Tomando a = 1, obtenemos la iteracion de descenso maximo
Xp1 = X — V(X) = Xp — 2X, = —X,
la cual es una secuencia alternante xo, —Xo, Xo, —Xo, . . ., NO CcOnvergente.

®* Tomando o = %, obtenemos la iteracion de descenso maximo

Xpt1 = Xp — %Vf(X) =Xr — %Xk = IXg.

Esta es una secuencia geométrica convergente Xo, 1Xo, %xo, i Y

Una estrategia empirica muy simple, pero bastante (til, para elgir o es comenzar con un
valor pequeiio (e.g. o = 0.1). Si con este valor de o no se observa convergencia del
método de descenso gradiente, se prueban valores usando una escala potencial:
® o =0.01,a = 0.001; @ = 0.0001,...
® a=plag a=pPag, a = pa donde 0 < p < 1(porejemplo: p=116p= 1)
Or P~ o, P o, - - P p J p - p 20 4 P 10
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Criterios de paro: Existen muchos criterios de paro que pueden usarse para deterner los

algoritmos de optimizacion numeérica.
* Error absoluto de iteraciones: Se mide el error absoluto entre dos iteraciones

consecutivas

[|Xkt1 — Xg||norm < tol.
® Error relativo de iteraciones: Se compara el error relativo entre dos iteraciones
consecutivas Xg Y Xpq

X — X
|| R+1 k||norm < tol.
||xk||norm

® Error abs/rel del valor de la funcion: Se mide el error entre dos valores de f(x;) en

iteraciones consecutivas. Asi
F (K1) — F(%e)| < toL.

® Norma del gradiente: En un minimo local, sabemos que V f(x) = 0. Se busca
entonces que las normas del gradiente sean suficientemente pequenas

||Vf(xk)”norm < tol.
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Varios métodos gradiente aplicados a una funcion cuadratica: (a) Descenso gradiente
con direccion de descenso con angulo constante ¢ con V f(x;); (b) Descenso maximo; (c)
Descenso gradiente con direccion de descenso aleatoria.
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Otra estrategia mas adecuada para elegir el tamano de paso es el llamado esquema de
Cauchy.

Este consiste en lo siguiente: Dado X, € R", luego de elegir la direccion de bisqueda dg,
buscamos cual es el valor de a, > 0 que minimiza la funcion f, restricta a la recta
Xy, + td, t > 0. Esto es, definimos

ap = argmingcg f (X + tdy). 3)

Observe que (3) corresponde a un problema de minimizacion 1-dimensional. Es posible
aplicar aqui las técnicas de optimizacion que aprendieron en Métodos Numéricos I.
* Método de bisqueda de Fibonacci (Fibonacci search),
Método de la razon aiirea (golden ration search),
* Interpolacion parabdlica (quadratic interpolation),
Método de Newton,

UNIVERSIDAD
DEL VALLE
DE GUATEMALA

Descenso Gradiente | Alan Reyes-Figueroa Page 13 UVG




Descenso Gradiente

4500 " T
@ ——SSE

— — parabola through 1, 3, 2
- - - -parabola through 3, 4, 2

4000+

3500
3000
— 2500}
X
- 2000
1500+
1000}

5001

00 0.5 1 15 >

o slope of HTC

Optimizacion 1-dimensional: (a) Golden-search, (b) interpolacion parabolica.

Ver https://web2.qgatar.cmu.edu/~gdicaro/15382/additional/
one-dimensional-search-methods.pdf
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Algoritmo: (Descenso gradiente, version esquema de Cauchy)
Inputs: f : R" — R funcion de clase C', x, € R".
Outputs: x punto critico de f.

For k = ©,1,2,... hasta que se cumpla un criterio de paro:

Definedr = —Vf(x¢),or any other descent direction.
Compute oy such that

ap = argmingep (X + td),

by any 1-dimensional optimization method,
Set Xpiq = Xi + apdg.
Return Xp4.
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